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Abstract

We propose a method for frame registration between in-
vehicle omni-directional and normal cameras aimed at self-
position estimation of a vehicle. We assume that the position
of a vehicle is estimated by frame registration between the
inputted normal camera images and the omni-directional
video database with accurate position information. A DTW-
based algorithm is used for nonlinear time-series match-
ing because we consider that time-series information con-
tributes to robustness. According to an evaluation experi-
ment, the proposed method showed precise self-position es-
timation ability.

1. Introduction

High accuracy self-position estimation is needed for im-
provement of car navigation systems. Current systems gen-
erally estimate the self-position by GPS (Global Position-
ing System) combined with an odometer and gyroscope.
However, in places such as a valley or under a high-level
road where GPS cannot be used, estimation error gradu-
ally accumulates even if an odometer and gyroscope are
used. As a solution, self-position estimation methods using
in-vehicle cameras have been proposed [1]. On the other
hand, there are attempts to include various types of infor-
mation on maps. For example, omni-directional camera im-
ages are embedded in practical GIS services such as Google
Maps [2].

Sato et al. proposed a method that improves the preci-
sion of self-position estimation by applying DTW to pairs
of omni-directional camera videos aligned with the GPS co-
ordinates [3]. Many self-position estimation methods us-
ing pairs of normal camera image sequences have been
proposed. Lee et al. estimated the locations of a mobile
robot without camera calibration [4]. Recently, not omni-

directional cameras but normal cameras have begun to be
installed in many cars. However, it is still difficult to reg-
ister between two cameras without accurately knowing the
posture of the cameras. Ikeda et al. proposed a method
to construct a 3D feature landmark database using an omni-
directional camera [5]. They estimated the position and pos-
ture of a normal camera. In order to register between two
normal cameras, Ono et al. proposed to represent a space-
time image as a sphere [6], and Kawasaki et al. proposed a
method to use EPI (Epipolar Plane Image) [7]. These two
methods are applied to video streams that are recorded dur-
ing the same trip.

In this paper, we propose a method that registers a
frame image from a normal camera with that from an
omni-directional camera by modified DTW (Dynamic Time
Warping), for self-position estimation of a car equipped
with a normal camera referring to an omni-directional video
database with accurate position information. In most prac-
tical cases, the in-vehicle camera is different from that for
constructing the database. So, we assume a system that uses
different kinds of cameras. In this paper, we assume that the
direction of the normal camera is horizontal and not known
to the system. We consider that time-series information re-
duces the computing cost and is more robust compared with
the frame-to-frame matching method.

2. Frame Registration of Normal Camera with
Omni-directional Camera

2.1. Overview of the Method

Figure 1 shows an overview of the proposed frame regis-
tration method. First, each image is projected onto a cylin-
der. Next, color histograms of omni-directional and normal
camera images are normalized in order to reduce the differ-
ence of tones depending on the input devices. Then, multi-
ple windows for matching are placed on the cylindrical sur-
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Figure 1. Flow of the proposed method.
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Figure 2. Images are projected onto a cylin-
drical surface. Multiple matching windows
are placed on the surface.

face. Frames are registered by extracting correspondences
between the matching windows in two videos. A modified
DTW method is applied for the frame registration. Follow-
ing are details of the proposed method.

2.2. Image Clipping on a Cylindrical Sur-
face using Matching Windows

Before histogram equalization, frames from both the nor-
mal camera video and the omni-directional camera video
streams are projected onto a cylindrical surface. We used
Hyper Omni Vision [8] as the omni-directional camera.
Since this camera consists of a hyperbolical mirror, which
provides a perspective view, it can be treated the same as a
normal camera. Assuming the track of focus of the hyper-
bolical mirror is located on one of the optical centers of the
normal camera, matching can be accomplished only by par-
allel translations on the cylindrical surface. Next, matching
windows of the same size as the normal camera image are
placed on the omni-directional image. They are overlapped
with slightly different positions (Figure 2). The number
of windows in the horizontal and vertical positions areX
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Figure 3. Modified RSM algorithm.

andY , respectively. A normal camera image and an image
clipped by a window from an omni-directional image are
compared by the SAD (Sum of Absolute Difference) of the
brightness of each pixel. Here, we assume that the intrinsic
parameters of the two cameras are known.

2.3. Frame Registration by Modified DTW

A normal camera videoVnormal(τ) and omni-
directional camera video clipped by the windows
Vomni(x, y, t) are represented as one- and three- di-
mensional data series, respectively. Sakoe et al. proposed
a method for nonlinear pattern matching between one- and
two- dimensional series based on DP [9] called RSM (Rub-
ber String Matching). In this approach, a lower cost path is
selected locally in three-dimensional calculation space and
then the lowest distance (or highest similarity) is calculated
globally. We extend this method in order to apply it to
the matching between one- and three- dimensional data
series for the purpose of corresponding a normal camera
video with an omni-directional camera video (Figure 3).
In this case, the calculation space is four-dimensional. In
this paper, DP paths shown in Figure 3 (b) are used, where
the path that has the lowest cost is selected from the 27
paths. Following is the algorithm to estimate the position
of the optimal windoww(xest, yest) and thetest-th frame,
which correspond to theτ -th frame of the normal camera
video fromT frames of the omni-directional camera video
database.

Local distance

d(x, y, t, τ) = SAD{Vomni(x, y, t), Vnormal(τ)} (1)

Initial condition g(−1, y, t, τ) = g(x,−1, t, τ) = ∞
g(X, y, t, τ) = g(x, Y, t, τ) = ∞
g(x, y,−1, τ) = g(x, y,−2, τ) = ∞

(2)



Iteration ( τ = 0, 1, . . . )
for τ = 0

g(x, y, t, 0) = d(x, y, t, 0) (3)

for τ ≥ 1

g(x, y, t, τ)
= min

−1≤∆x≤1
−1≤∆y≤1
0≤∆t≤2

{g(x − ∆x, y − ∆y, t − ∆t, τ − 1)

+d(x, y, t, τ)} (4)

Output ( τ = 0, 1, . . . )
Estimated parametersxest, yest andtest, where,

g(xest, yest, test, τ) = min
0≤x≤X−1
0≤y≤Y −1
0≤t≤T−1

g(x, y, t, τ) (5)

Local distance is defined as Eq. (1). In the initial condition,
the outside of the calculation space is set to∞. For each
input image, Eq. (3) or (4) is calculated iteratively, and then
the parameters are estimated.

Because Eq. (4) requires an enormous calculation cost,
we introduced some restrictions. First, because the posi-
tion of a vehicle gradually changes, we can define that the
search space in the omni-directional database is around the
estimated frame number. So,g(x, y, t, τ) is calculated in
the range oftest − Nsearch ≤ t ≤ test + Nsearch, where,
Nsearch is a threshold. Second, we prepare flags for each
window, andg(x, y, t, τ) that corresponds to the window
is calculated when the flag is true. Windows with small
g(x, y, t, τ) tend to become the optimal window in the next
iteration. So,g(x, y, t, τ) is sorted by ascending order and
the flags of windows smaller than theNsort-th window are
set to false. In addition, assuming the position of the op-
timal window shifts gradually, a window near the optimal
window is considered as a candidate of the optimal window
in the next iteration. Then, the flag of the window near the
optimal window is set to true.

3. Experiment

3.1. Condition

We conducted an experiment using in-vehicle camera
videos recorded along a street to demonstrate the effective-
ness of the proposed method. An omni-directional camera
(Vstone VS-C14N) and a normal camera (Panasonic NV-
GS150-S) were attached to the roof and the front window,
respectively. The frame rate was 30 [frames/sec]. For eval-
uation, accurate position information was embedded into
the omni-directional video by comparing the features (cor-
ners of buildings and utility poles) in the omni-directional
video and aerial photography obtained from Google Maps

Table 1. Estimation error.
Direction Estimation error

Front 5.1 frames (1.8 m)
Front left 1.3 frames (0.5 m)

Front right 3.1 frames (1.1 m)

[2], then interpolating between them linearly. The normal
camera video was posed to the directions of 1) the front of
the vehicle, 2) about 15 [deg] left of the front and 3) about
35 [deg] right of the front, and the length along the street
was approximately 400 [m]. The omni-directional video
database and the normal camera videos were recorded in
different trips. Only the top half of the normal camera im-
age was used because there were regions of roads and hoods
that would not contribute to matching in the bottom. In
addition, only the front 180 [deg] of the omni-directional
video image was used. The initial conditiontest was given
manually and the thresholds were determined by pilot ex-
periments.

3.2. Results and Discussion

For the inputted normal camera frames, the average er-
ror between the estimated frame and the ground truth are
shown in Table 1. The highest accuracy was obtained from
the front left camera, followed by the right front and front.
The proposed method outperformed the conventional GPS,
which has 5–30 [m] error. Figure 4 shows examples of
frames registered correctly for each direction.

Errors for the front and the front right angles were higher
than those of the front left. In the case of the front angle,
poor variation of appearance of distant scenery caused the
registration error. In the case of the front right, occlusions
from oncoming traffic caused some outliers (Figure 5 (d)).
However, just a few frames after the registration error oc-
curred, correct registration was restored.

The processing speed was 10.6 [frames/sec] with a PC
(Core2Quad Q6600 2.4GHz, 4.0GB). We expect that we
can achieve real-time processing by improving the imple-
mentation and adjusting the parameters.

4. Conclusion

In this paper, we proposed a method for frame registra-
tion between an in-vehicle omni-directional camera and a
normal camera to achieve self-position estimation using im-
ages. The registration process was conducted by projecting
omni-directional video to a cylindrical surface. A DTW-
based algorithm was used for the alignment process. The
experimental results showed high enough accuracy to be
used for self-position estimation of a vehicle. In the future,
we will improve robustness against occlusion and change in
streetscapes due to construction and reconstruction of build-
ings.



(a) Front (b) Front left (c) Front right

Figure 4. Result of the registration. The image to the left is a normal camera frame and to the right
is the estimated omni-directional camera frame. The estimated position is marked by a rectangle.

(a) +0 frame (b) +5 frames (c) +10 frames

(d) +15 frames (e) +20 frames (f) +25 frames

Figure 5. Registration error from oncoming traffic. (a)(b)(c)(e)(f): Correctly registered. (d): Incor-
rectly registered due to a vehicle in the bottom half region.
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