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Abstract. This paper proposes a method for constructing an accurate
traffic sign detector by retrospectively obtaining training samples from
in-vehicle camera image sequences. To detect distant traffic signs from
in-vehicle camera images, training samples of distant traffic signs are
needed. However, since their sizes are too small, it is difficult to obtain
them either automatically or manually. When driving a vehicle in a real
environment, the distance between a traffic sign and the vehicle shortens
gradually, and proportionally, the size of the traffic sign becomes larger. A
large traffic sign is comparatively easy to detect automatically. Therefore,
the proposed method automatically detects a large traffic sign, and then
small traffic signs (distant traffic signs) are obtained by retrospectively
tracking it back in the image sequence. By also using the retrospectively
obtained traffic sign images as training samples, the proposed method
constructs an accurate traffic sign detector automatically. From experi-
ments using in-vehicle camera images, we confirmed that the proposed
method could construct an accurate traffic sign detector.

1 Introduction

In recent years, ITS (Intelligent Transport Systems) technologies have become
widely available in our driving environment. In particular, understanding of the
road environment in ITS is one of the most important technologies for a safe
driving assistance system. Since traffic sign detection and recognition are key
components for understanding the road environment, several methods have been
proposed [1–4]. Bahlmann et al. proposed a method for detecting traffic signs
from in-vehicle camera images [3]. They employed a cascaded AdaBoost classi-
fier [5] for rapid detection, and color Haar-like feature is used for improving the
accuracy of the detection. Although their method is accurate and fast enough, it
requires a tremendous number of traffic sign images for training the AdaBoost
classifier. Doman et al. solved this problem by generating training samples ac-
cording to image degradation models [4]. Although this method can generate
numerous training samples, it is still difficult to generate various appearances
actually observed in the real environment as shown in Fig. 1. For constructing
a traffic sign detector easily and accurately, it is necessary to obtain a large
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number of training samples from real environment without manual intervention.
Also, if a traffic sign detector is constructed before applying it to an unknown
environment, it is required to reconstruct the detector by using new training
samples obtained in the environment. Wöhler tried to solve these problems by
constructing a pedestrian detector by obtaining training samples automatically
from in-vehicle camera images [6]. In this method, pedestrians were detected
by using a previously constructed detector, and training samples were obtained
by tracking them forward in the time space. However, to exclude false positives
from training samples, this method requires that an initial detector should be
relatively accurate. Therefore, it still requires a large number of training samples
for constructing the initial detector. To solve this problem, this paper introduces
knowledge about appearance changes of traffic signs when driving a vehicle.

Training samples of distant traffic signs are required for constructing an ac-
curate traffic sign detector that can detect distant traffic signs from in-vehicle
camera images. However, since their sizes are too small in in-vehicle camera
images, it is difficult to obtain them either automatically or manually. When
driving a vehicle in a real environment, the distance between a traffic sign and
the vehicle shortens gradually, and proportionally, the size of the traffic sign
becomes larger. Therefore, if we can know the position of the large traffic sign,
small traffic signs (distant traffic signs) can be obtained by tracking it back in
the image sequence. Based on this idea, the proposed method greatly reduces
the number of initial training samples, and then constructs an accurate traffic
sign detector by gathering training samples retrospectively from in-vehicle cam-
era image sequences. To use the traffic sign detector in a real environment, not
only precision but also recall of the detector should be high. Therefore, the aim
of the work presented in this paper is to construct a traffic sign detector having
a high F-measure.

Section 2 describes the details of the proposed method. Then, experiments
using in-vehicle camera images are shown in section 3. We discuss the results in
section 4. Finally, we will conclude this paper in section 5.

2 Method

This paper proposes a method for constructing an accurate traffic sign detector
by gathering training samples retrospectively from in-vehicle camera images. To
construct an accurate traffic sign detector, traffic sign images for training should
be gathered in various sizes from small (low resolution) through to large (high
resolution). However, as shown in Fig. 2(a), it is difficult and time consuming
to obtain numerous small traffic sign images (distant traffic signs) segmented
accurately, since their sizes are small. On the other hand, large traffic sign images
(close traffic signs) shown in Fig. 2(c) can be segmented accurately, and it is
comparatively easy to recognize them automatically. Also, if the position of
a large traffic sign is obtained, it is easy to track small traffic signs from it.
Therefore, based on these ideas, the proposed method employs two strategies for
gathering various traffic sign images: (1) find large traffic signs (high resolution),
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Fig. 1. Examples of various appearances of traffic signs.

(a) Distant traffic signs (b) Middle traffic signs (c) Close traffic signs

Fig. 2. Appearances observed at distant, middle and close traffic signs from a vehicle.

and (2) retrospective tracking from a large traffic sign to a small one. Then, the
proposed method constructs a traffic sign detector by using samples obtained
automatically. Figure 3 shows very common and important traffic signs when
driving a vehicle in Japan. Therefore, we consider these traffic signs as our targets
in this paper.

The proposed method consists of two parts: (1) retrospective gathering of
traffic sign images from in-vehicle camera images, and (2) construction of a
traffic sign detector by using them. The following sections describe details of
these two parts.

2.1 Retrospective gathering of traffic sign images

Figure 4 shows a flowchart of our proposed method. The proposed method em-
ploys a nested cascade of a Real AdaBoost classifier for the detection of large
traffic signs [11, 12]. Then, retrospective tracking is used for gathering small
traffic sign images automatically. The following sections describe details of these
steps.
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Fig. 3. Target traffic signs.
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Fig. 4. Flowchart of the proposed method.
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Fig. 5. Edge detection
of a traffic sign.

Detection of a large traffic sign First, the proposed method searches traffic
sign candidates from in-vehicle camera images by using a traffic sign detector H
based on a nested cascade of a Real AdaBoost classifier. The process of traffic
sign detection is performed in the same manner as in [5]. Since this search process
is performed by placing a detection window over the entire region of an image, in
general, many candidates are obtained around a traffic sign. By using this char-
acteristic, the proposed method merges the detected candidates according to the
distance between them. Mean shift clustering [7] is used for this merge process.
This step reduces the number of candidates by merging candidates detecting a
same traffic sign. Then, false positives are removed by evaluating the number of
the merged candidates. Finally, the positions of the detected candidates are used
as the initial position of retrospective tracking described in the next section.

Retrospective tracking of traffic signs This step extracts small (low resolu-
tion) traffic signs by tracking them back in the image sequence from a detection
result of the previous step. This is formulated as a process that iteratively com-
putes the center and the size of the (t − 1)-th traffic sign by using those of the
t-th one.

First, the red component of an input image (each traffic sign has a red edge)
is normalized by its intensity, and then an image F is obtained by applying a
Gaussian filter. The edge of a traffic sign is computed by evaluating

∇Ft(xt+1 + l∆x) ·∆x < 0, (1)

where ∇Ft(x) is a gradient of an intensity at x, and “·” is an inner product of
vectors. In this process, the proposed method searches the edge pixel along the
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(a) Original (b)Gray (c) Red (d) Green (e) Blue (f) Eq.(2) (g) Eq.(3)

(h) Eq.(4) (i) Eq.(5) (j) Eq.(6) (k) Eq.(7) (l) Eq.(8) (m) Eq.(9)

Fig. 6. Examples of color feature images for computing LRP features.

direction ∆x from the center of previously detected traffic signs by increasing l,
as shown in Fig. 5. Finally, the center and the size of a traffic sign are calculated
by fitting a circle to the edge [8]. In this fitting process, we use RANSAC ap-
proach to avoid the effect of inappropriate edge detection results. The proposed
method tracks traffic signs back in the image sequence by repeating this process
by t← t− 1.

2.2 Construction of a traffic sign detector

Our traffic sign detector H is constructed based on a nested cascade of a Real
AdaBoost classifier [11, 12]. The weak classifier for the Real AdaBoost classifier
uses LRP (Local Rank Pattern) features [10], and these features are calculated
from twelve types of color values. Color values used in this step consist of gray
scale value (f1), RGB values (f2 ∼ f4), normalized RGB values (f5 ∼ f7), and
opponent color values (f8 ∼ f12) [9]. Here, f5 ∼ f12 are calculated as

f5(x) =
r(x)

r(x) + g(x) + b(x)
, (2)

f6(x) =
g(x)

r(x) + g(x) + b(x)
, (3)

f7(x) =
b(x)

r(x) + g(x) + b(x)
, (4)

f8(x) = 0.06 r(x) + 0.63 g(x) + 0.27 b(x), (5)

f9(x) = 0.30 r(x) + 0.04 g(x)− 0.35 b(x), (6)

f10(x) = 0.34 r(x)− 0.60 g(x) + 0.17 b(x), (7)

f11(x) =
f9(x)

f8(x)
, (8)

f12(x) =
f10(x)

f8(x)
, (9)
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Table 1. Detection rate of the constructed detectors H0,H1, . . . ,H4.

Detector Precision Recall F-measure

H0 0.982 0.636 0.772
H1 0.978 0.878 0.925
H2 0.968 0.940 0.954
H3 0.956 0.955 0.955
H4 0.945 0.960 0.953

where r(x), g(x) and b(x) represent red, green and blue values at a pixel x,
respectively. Figure 6 shows examples of color values calculated by these equa-
tions.

In the training of the nested cascade of a Real AdaBoost classifier, traffic
sign images gathered in the previous section are used as positive samples for
training the classifier. Then, the trained classifier is used for gathering new traffic
sign images in the next loop as shown in Fig. 4. By iterating these processes,
the proposed method gathers training samples automatically, and constructs an
accurate traffic sign detector iteratively.

3 Experiment

Experiments using in-vehicle camera images were conducted for evaluating the
effectiveness of the proposed method. We used SANYO Xacti DMX-HD2 as an
in-vehicle camera, and the size of the captured images was 640 × 480 pixels
(30 fps). We prepared five image sequences (A0, A1, A2, A3, and A4) containing
3,907 images in total for training. We also prepared 2,967 images for evaluation.
Here, each image contains at least one traffic sign with a size between 15 × 15
pixels and 45 × 45 pixels. Negative samples were randomly selected from 180
in-vehicle camera images containing no traffic sign, and 2,500 negative samples
were used for training in each stage of the cascade.

In this experiment, we constructed five traffic sign detectors by the following
steps: At first, we manually selected thirteen large traffic signs from dataset A0,
and 500 traffic sign images were generated by changing their clipping positions.
Then, we constructed an initial detector H0 by using these 500 images. Second,
by applying the processes described in section 2.1, the proposed method gathers
traffic sign images from dataset A1 by using detector H0. Then, traffic sign
images used in H0 and traffic sign images gathered in the above step are used
for constructing a second detector H1. Similarly,H2,H3, andH4 are constructed
by applying the same steps.

To evaluate the effectiveness of the retrospective gathering of training samples
proposed in this paper, we compared the following three methods:

Proposed method (LRP) This method uses LRP features in section 2.2.
Traffic sign detectors H0,H1, . . . ,H4 are constructed using training samples ob-
tained by the proposed method.
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Fig. 7. Results of detectors H0 ‘ H4 constructed by the proposed method and the
conventional method in precision, recall and F-measure.

Proposed method (HAAR) This method uses Haar-like features instead of
LRP features in section 2.2. Here, Haar-like features [5] are features based on
intensity difference, and widely used for object detection methods, especially
face detection. Other processes are same as the Proposed Method (LRP).

Conventional method This method uses training samples generated from
thirteen large traffic images by changing their clipping positions (X and Y coordi-
nates of the top-left of the clipped image). These training images are same as ones
used for training H0 for the proposed method. In this method, H0,H1, . . . ,H4

are constructed by changing the number of images generated from the large traf-
fic sign images.

Table 1 shows the results of the constructed detectors H0,H1, . . . ,H4 of the
proposed method (LRP) in precision and recall rates with corresponding F-
measures. Figure 7 shows the results of detectors H0 ‘ H4 constructed by the
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(a) (b)

Fig. 8. Examples of detection results by the proposed method (LRP). (a) there is
an object similar to the target traffic signs, which is located above the traffic signs
but correctly not detected, and (b) although a traffic sign is occluded by a pole, the
proposed method succeeded to detect it.

proposed method (LRP), the proposed method (HAAR), and the conventional
method in precision, recall and F-measure. Examples of the detection results by
the proposed method (LRP) are shown in Fig. 8.

When using Intel Xeon W5590 3.33GHz× 2, the finally constructed detector
required 0.122 sec. (8.2 fps) in average for detecting traffic signs from an image.
This means that the proposed method can detect traffic signs every 2 meters
when the vehicle moves at 60 km/h.

4 Discussions

As mentioned earlier, both precision and recall of a constructed traffic sign de-
tector should be high. That is, it is required that the constructed detector should
have high F-measure reflecting both precision and recall. From this point of view,
as can be seen from Table 1, the proposed method could construct an accurate
traffic sign detector (0.955 in F-measure) automatically by obtaining various
traffic sign images from only thirteen large traffic sign images inputted manu-
ally. The accuracy of the constructed detector gradually improved by applying
the proposed method iteratively. Also, as shown in Fig. 7, this can be observed
from the comparison of the proposed method and the conventional method. Al-
though the precision of the proposed method slightly degrades compared to that
of the conventional method, the proposed method could obtain much higher re-
call rate. Therefore, F-measure was greatly improved by the proposed method.
From these results, since only a small number of training samples is required
as an input for the proposed method, this can greatly reduce the cost for con-
structing a detector. Therefore, the proposed method will be quite useful for
improving the accuracy of a traffic sign detector without manual intervention.

To evaluate the effectiveness of the LRP features, we compared LRP fea-
tures and Haar-like features in precision, recall, and F-measure, shown in Fig. 7.
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Tracking direction

(a) a contrast of the traffic sign is relatively high

Tracking direction

(b) a part of traffic sign is occluded by leaves

Fig. 9. Results of retrospective tracking of a traffic sign. Relative frame number is
shown at the top right of each image.

To construct an accurate traffic sign detector, training samples obtained by the
method must be labeled correctly. In the case of the method using Haar-like
features, some false positives are included in the training samples obtained au-
tomatically by the proposed method. Therefore, the precision of the constructed
detector gradually decreased. On the other hand, in the case of using LRP fea-
tures, since few false positives are included in the obtained training samples,
the precision of the proposed method (LRP) is much higher than the proposed
method (HAAR). However, the proposed method (LRP) still gathered a small
number of false positives for training samples. We intend to improve the perfor-
mance of automatic gathering of training samples in our future work.

Figure 9 shows examples of retrospective tracking of traffic signs proposed
in this paper. As shown in Fig. 9(a), it can be confirmed that the proposed
method could obtain traffic sign images in various resolutions from low to high.
Although a part of a traffic sign in Fig. 9(b) is occluded by leaves, some edges
of the traffic sign can still be observed. Since these edges were extracted, the
proposed method was able to track it correctly. However, the method failed to
track traffic signs when their resolution was too poor. We intend to deal with
this problem in our future work.

5 Conclusions

This paper proposed a method for constructing an accurate traffic sign detec-
tor by automatic gathering of various traffic sign images based on retrospective
tracking. First, the proposed method detects large (high resolution) traffic signs
from in-vehicle camera images. Then, retrospective tracking is applied for ob-
taining small traffic sign images. By applying these steps, the proposed method
allows us to automatically gather real traffic sign images in various sizes from a
small one to a large one. Finally, a traffic sign detector is constructed by using
the gathered traffic sign images. We evaluated the accuracy and the effectiveness
of the proposed method by applying it to actual in-vehicle camera images. Ex-
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perimental results showed that the proposed method could improve the accuracy
of the traffic sign detector satisfactorily. Future works include: (i) improvement
of the tracking of small traffic signs, (ii) evaluation by applying the method to
many more cases.
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